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Abstract

We present Amazon Nova, a new generation of state-of-the-art foundation models that deliver
frontier intelligence and industry-leading price performance. Amazon Nova Pro is a highly-capable
multimodal model with the best combination of accuracy, speed, and cost for a wide range of
tasks. Amazon Nova Lite is a low-cost multimodal model that is lightning fast for processing
images, video, documents and text. Amazon Nova Micro is a text-only model that delivers our
lowest-latency responses at very low cost. Amazon Nova Canvas is an image generation model that
creates professional grade images with rich customization controls. Amazon Nova Reel is a video
generation model offering high-quality outputs, customization, and motion control. Our models
were built responsibly and with a commitment to customer trust, security, and reliability. We report
benchmarking results for core capabilities, agentic performance, long context, functional adaptation,
runtime performance, and human evaluation.
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1 Introduction

This document introduces Amazon Nova, a new generation of state-of-the-art foundation models that deliver frontier
intelligence and industry-leading price performance.

1.1 Amazon Nova Pro, Lite, and Micro

Key capabilities of Amazon Nova Pro, Lite, and Micro include:

• Frontier intelligence: Amazon Nova models possess frontier intelligence, enabling them to understand and
process complex language tasks with state-of-the-art accuracy. Amazon Nova Micro sets new standards in
its intelligence tier in several text benchmarks such as Language Understanding (MMLU), Deep Reasoning
(GPQA), Mathematics (MATH), and Multi-step Reasoning (Big-Bench Hard). Our multimodal models,
Amazon Nova Pro and Lite, take text, images, documents, and video as input and generate text as output.
These models set standards in several benchmarks such as Video Captioning (VATEX), Visual QA (TextVQA),
Function Calling (BFCL), and multimodal agentic benchmarks (GroundUI-1K, VisualWebBench, Mind2Web)
in their respective intelligence tiers. These models are the first to offer video understanding capabilities on
Amazon Bedrock, enabling deeper insights from multimedia content.

• Speed: Amazon Nova has been designed for fast inference, with Amazon Micro, Lite, and Pro each being one
of the fastest models in their respective intelligence tiers.

• Agentic Workflows: Amazon Nova Pro, Lite, and Micro can power AI agents capable of breaking down
and executing multi-step tasks. These models are integrated with Bedrock Knowledge Bases and they excel
at retrieval-augmented generation (RAG) to ensure the best accuracy by grounding their responses to the
developer’s data.

• Customizability: Developers can fine-tune these models with multimodal data (Pro and Lite) or text data (Pro,
Lite, and Micro), providing the flexibility to achieve desired accuracy, latency, and cost. Developers can also
run self-service Custom Fine-Tuning (CFT) and distillation of larger models to smaller ones via Bedrock APIs.

• Price-Performance: Each model was optimized to deliver exceptional price-performance value, offering
state-of-the-art performance on key benchmarks at low cost.

Amazon Nova Pro, Lite, and Micro are based on the Transformer architecture [74]. Each model went through a series
of training processes that began with pretraining using a mixture of large amounts of multilingual and multimodal
data. Our models were trained on data from a variety of sources, including licensed data, proprietary data, open source
datasets, and publicly available data where appropriate. We curated data from over 200 languages, with particular
emphasis on Arabic, Dutch, English, French, German, Hebrew, Hindi, Italian, Japanese, Korean, Portuguese, Russian,
Simplified Chinese, Spanish, and Turkish. After pretraining, models iteratively went through a series of fine-tuning
stages, including Supervised Fine-Tuning (SFT) on instruction-demonstration pairs (including multimodal ones) and
reward model (RM) training from human preference data [59]. Finally, the models learned from human preferences via
methods like Direct Preference Optimization (DPO) [62] and Proximal Policy Optimization (PPO) [68] to ensure that
the final models are aligned with human preferences in both quality and responsibility.

1.2 Amazon Nova Canvas and Reel

Amazon Nova Canvas and Amazon Nova Reel are designed to create realistic multimodal content, including images
and videos, for a wide range of applications such as advertising, marketing, and entertainment.

Amazon Nova Canvas offers the following functionalities, with more details provided in Appendix A:

• Text-to-image generation: Amazon Nova Canvas can generate images with various resolutions (from 512 up to
2K horizontal resolution) and aspect ratios (any aspect ratio between 1:4 and 4:1 with a maximum of 4.2M
pixels). Customers can provide reference images to guide the model to generate outputs in a specific style or
color palette, or to generate variations of an image.

• Image editing: Amazon Nova Canvas allows precise image editing operations like inpainting and outpainting
through natural language mask prompts. These mask prompts describe the specific area of the input image that
needs to be repainted. The user can also easily change a background with the background removal feature,
leaving the subject of the image unchanged.

3



The Amazon Nova Family of Models

Amazon Nova Reel offers the following functionalities:

• Generate videos from a text prompt: Amazon Nova Reel can generate high-quality videos of 6-second duration
(720p resolution at 24 frames per second) from a text prompt.

• Generate videos from a reference image and a prompt: Amazon Nova Reel brings images to motion and
generates videos that are guided by the input image and a text prompt.

• Camera motion control using a text prompt: With camera motion control in Amazon Nova Reel, the user can
guide camera motion with text prompts like “zoom” and “dolly forward” to get the exact visual needed for
each video. Amazon Nova Reel supports more than 20 camera motions. For more details, please refer to our
prompting guide1.

Amazon Nova Canvas and Reel are latent diffusion models [61] where a Variational AutoEncoder (VAE) [41] maps
the image or video frames to latent variables on which the diffusion process happens. A text encoder tokenizes input
text prompts into tokens which are then passed to the diffusion model as a conditioning signal. At inference time, a
latent variable is initialized with random noise sampled from a Gaussian distribution, which is then denoised by the
trained diffusion model iteratively into a clean latent variable. The clean latent variable is decoded back to images or
video frames by the decoder of the VAE. Both models underwent a two-phased approach of pretraining and fine-tuning.
Pretraining data were sourced from a variety of sources, including licensed data, proprietary data, open source datasets,
and publicly available data where appropriate. Our highly scalable data filtering, deduplication, and enrichment
pipelines were based on AWS EMR [2] and AWS Batch [1], as well as other AWS services.

1https://docs.aws.amazon.com/nova/latest/userguide
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2 Amazon Nova Pro, Lite, and Micro Evaluations

In this section, we report benchmarking results for Amazon Nova models and for select publicly-available models,
including by citing existing public results and by measuring their performance.2 In cases for which the result is a
simple average of binary scores, we assume a Gaussian distribution for the sample and approximate the 95% con�dence
interval as:

CI (S) = 1 :96�

r
S � (1 � S)

N
(1)

whereCI is the 95% con�dence interval,S is the measured score for the benchmark, andN is the sample size [48, 45].

2.1 Core capability public benchmarks

We evaluate Amazon Nova models on a suite of automated public benchmarks to assess core capabilities, including for
both text-only (Section 2.1.1) and multimodal (Section 2.1.2) use cases.

2.1.1 Core capability text benchmarks and results

We evaluate select core capabilities of Amazon Nova models on a variety of public text-only benchmarks, spanning
general knowledge, reasoning, language understanding, multilinguality, and instruction following.

The following list brie�y describes our selected text-only benchmarks. The prompts used for evaluation of each
benchmark are summarized in Appendix B.1.

• MMLU [ 36]: Massive Multitask Language Understanding (MMLU) is a multiple-choice question answering
benchmark that covers 57 subject areas across STEM, humanities, and social sciences. Subjects include law,
physics, mathematics, computer science, history, and more. The dif�culty levels vary from elementary level to
advanced professional level, focusing on both world knowledge and problem solving abilities. We use 0-shot
Chain-of-Thought (CoT) [79] for prompting and report the macro average exact match accuracy across all
subjects.

• ARC-C [22]: The AI2's Reasoning Challenge (ARC) is a multiple-choice question-answering dataset, which
contains science questions from grade 3 to grade 9 exams. We use 0-shot CoT for prompting and report exact
match accuracy.

• DROP [26]: Discrete Reasoning Over Paragraphs (DROP) is a crowdsourced reading comprehension dataset
that requires reasoning and operating over multiple input positions from the reference text. We use 0-shot CoT
for prompting and report f1 score.

• GPQA [64]: Graduate-level Google-Proof Question and Answering (GPQA) is a challenging and high-quality
multiple-choice question answering benchmark written by domain experts who have or are pursuing PhDs in
biology, physics, and chemistry. We use 0-shot CoT for prompting and report exact match accuracy on the
main set.

• MATH [ 37]: MATH is a mathematics problem solving benchmark, consisting of problems from mathematics
competitions including the American Mathematics Competitions (AMC 10 and AMC 12), the American
Invitational Mathematics Examination (AIME) and more. We use 0-shot CoT for prompting and report the
exact match accuracy on the MATH5k set.

• GSM8K [23]: Grade School Math 8K (GSM8K) is a math benchmark consisting of 8,500 high-quality and
diverse grade school math problems. The benchmark tests basic mathematical problem solving capabilities,
requiring multi-step reasoning. We use 0-shot CoT for prompting and report the exact match accuracy on the
test set containing 1,319 samples.

• IFEval [89]: IFeval is an instruction-following benchmark, which evaluates a model's capability of following
“veri�able instructions” such as “mention the keyword of AI at least 3 times”. The dataset contains 25 types of
veri�able instructions and in total 541 prompts, where each prompt contains one or more veri�able instructions
in natural language. We report the instruction-level accuracy under loose constraints.

• BBH [72]: Big Bench Hard (BBH) is a diverse benchmark consisting of an aggregate of 23 diverse subjects that
cover algorithmic and NLP tasks ranging from casual logic tasks to word sorting and movie recommendations.
The tasks are both multiple choice and open generation tasks. We report the macro average exact match
accuracy across the subjects.

2Results measured internally by Amazon for evaluation purposes after Amazon Nova models completed training using (i) the
Bedrock API for Claude and Meta models or (ii) the OpenAI API or Gemini API, as applicable.
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MMLU ARC-C DROP GPQA MATH GSM8k IFEval BBH

tok/
sec accuracy accuracy F1-score accuracy accuracy accuracy

instruction-
level
loose

accuracy

accuracy

Nova Pro 100 85.9 94.8
� 1:3

85.4
� 0:7

46.9
� 4:6

76.6
� 1:2

94.8
� 1:2

92.1
� 1:8

86.9

Nova Lite 157 80.5 92.4
� 1:5

80.2
� 0:8

42.0
� 4:6

73.3
� 1:2

94.5
� 1:2

89.7
� 2:1

82.4

Nova Micro 210 77.6 90.2
� 1:7

79.3
� 0:8

40.0
� 4:5

69.3
� 1:3

92.3
� 1:4

87.2
� 2:3

79.5

0-shot
CoT 0-shot 6-shot

CoT
0-shot
CoT

0-shot
CoT

0-shot
CoT 0-shot 3-shot

CoT

Claude 3.5 Sonnet (Oct) 57 89.3 96.3M

� 1:1

88.3
� 0:6

58.0M

� 4:6

78.3
� 1:1

96.5M

� 1:0

90.2*

� 2:0
93.2

Claude 3.5 Haiku 64 80.3 90.9M

� 1:6

83.1
� 0:8

37.5M

� 4:5

69.4
� 1:3

93.8M

� 1:3

85.9*

� 2:4
86.6

0-shot
CoT 25-shot 3-shot 0-shot

CoT
0-shot
CoT

0-shot
CoT 0-shot 3-shot

CoT

Gemini 1.5 Pro (002) 58 85.9 95.4M

� 1:2

74.9
� 0:9

55.1M

� 4:6

86.5
� 0:9

90.8
� 1:6

91.7M

� 1:9
89.2

Gemini 1.5 Flash (002) 190 78.9 94.3M

� 1:3

78.4
� 0:8

45.1M

� 4:6

77.9
� 1:2

86.2
� 1:9

91.6M

� 1:9
85.5

Gemini 1.5 Flash 8B (001) 283 68.1 88.7M

� 1:8

68.1M

� 0:9

33.5M

� 4:4

58.7
� 1:4

84.5M

� 2:0

86.1M

� 2:3
69.5

5-shot 25-shot 3-shot 0-shot 4-shot 11-shot 0-shot 3-shot

GPT-4o 163 88.7 96.2M

� 1:1

83.4
� 0:7

48.4M

� 4:6

76.6
� 1:2

92.6M

� 1:4

89.8M

� 2:1
83.0M

GPT-4o Mini 113 82.0 92.3M

� 1:5

79.7
� 0:8

41.7M

� 4:6

70.2
� 1:3

86.4M

� 1:8

87.4M

� 2:3
81.0M

0-shot 25-shot 3-shot 0-shot 0-shot
CoT

0-shot
CoT 0-shot 3-shot

Llama 3.2 90B 40 86.0 94.8
� 1:3

- 46.7
� 4:6

68.0
� 1:3

95.1
� 1:2

90.9M

� 2:0
-

Llama 3.2 11B 124 73.0 83.4
� 2:1

- 32.8
� 4:3

51.9
� 1:4

84.5
� 2:0

85.0M

� 2:4
-

Llama 3.1 8B 157 73.0 83.4
� 2:1

- 30.4
� 4:3

51.9
� 1:4

84.5
� 2:0

85.0M

� 2:4
-

0-shot
CoT 25-shot - 0-shot 0-shot

CoT
8-shot
CoT - -

Table 1: Quantitative results on core capability benchmarks (MMLU [36], ARC-C [22], DROP [26], GPQA [64],
MATH [ 37]), GSM8K [23], IFEval [89] and BigBench-Hard (BBH) [72]). Unless otherwise noted, all reference
numbers are taken from the original technical reports and websites for Claude models [14, 11], GPT4 models [58, 57],
Llama models [45] and Gemini models [32]. Results marked withM were measured by us2. Claude numbers for
IFEval (taken from [14]) are marked with an asterisk (� ), as the scoring methodology is unspeci�ed in the report.
Token generation speed in tokens per second (tok/sec), the inverse of per-token generation latency, is reproduced from
Section 2.5.
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Table 1 summarizes the quantitative results of Nova models and select public models on the aforementioned benchmarks
for core capabilities. When available, we reference the highest publicly-reported numbers for each benchmark from the
of�cial technical reports and websites for Claude, Gemini, OpenAI and Llama family of models. Amazon Nova Pro,
Lite, and Micro demonstrate strong performance across all benchmarks, showcasing their advanced core intelligence,
particularly Amazon Nova Micro and Lite on math, reasoning, and instruction following benchmarks.

We also evaluate the translation capabilities of Nova models. Flores200 [73, 34, 35], or simply Flores, is a machine
translation benchmark consisting of translations from 842 distinct web articles, which tests the translation capabilities
between English and non-English languages. Sentences are 21 words long on average. We use a 0-shot setup and
report the macro average of two metrics, spBleu and COMET22 score [63] across a set of languages (Arabic, German,
Spanish, French, Hindi, Italian, Japanese, Korean, Portuguese, Hebrew, Turkish, Simpli�ed Chinese, Russian, Dutch)
for translation from and into English. The prompts used for evaluation are summarized in Appendix B.1. Table 2
summarizes our quantitative results on Flores, demonstrating strong multilingual performance on translation for Amazon
Nova Pro, Lite, and Micro.

FLORES (0-shot)

en! Set1 Set1! en

tok/sec spBleu (" ) COMET22 (" ) spBleu (" ) COMET22 (" )

Nova Pro 100 43.4 89.1 44.4 89.0

Nova Lite 157 41.5 88.8 43.1 88.8

Nova Micro 210 40.2 88.5 42.6 88.7

Claude 3.5 Sonnet (Oct) 57 42.5M 89.4M 43.5M 89.1M

Claude 3.5 Haiku 64 40.0M 88.5M 40.2M 88.3M

Gemini 1.5 Pro (002) 57 43.0M* 89.1M* 45.6M* 89.1M*

Gemini 1.5 Flash (002) 190 40.0M* 88.5M* 42.9M* 88.8M*

Gemini 1.5 Flash 8B (001) 283 38.2M* 88.0M* 41.4M* 88.5M*

GPT-4o 163 43.1M* 89.2M* 43.9M* 89.0M*

GPT-4o Mini 113 41.1M* 88.7M* 41.9M* 88.7M*

Llama 3.2 90B 40 39.7M 88.2M 43.7M 88.5M

Llama 3.2 11B 124 33.0M 85.7M 36.3M 86.3M

Llama 3.1 8B 157 32.7M 85.5M 36.5M 86.5M

Table 2: Quantitative results on Flores200 [34], a machine translation benchmark. Set1 refers to {de, es, fr, it, pt, ja,
ar, hi, ru, nl, tr, he, ko, zh}. Results marked withM were measured by us.2. Results marked with an asterisk (� ) were
obtained using an alternate prompt which can be found in Appendix B.1 Token generation speed in tokens per second
(tok/sec), the inverse of per-token generation latency, is reproduced from Section 2.5.

2.1.2 Core capability multimodal benchmarks and results

In this section we evaluate the multimodal capabilities of Amazon Nova models on a diverse set of public benchmarks.
Our selection of multimodal benchmarks aims to probe for various capabilities, including natural image understanding,
document understanding with charts and graphs, text understanding, and temporal reasoning in videos. For all
benchmarks, we follow the suggested metrics and choice of data split for evaluation. The following list brie�y describes
the selected benchmarks.

• MMMU [ 85]: The Massive Multi-discipline Multimodal Understanding benchmark consists of college-level
multiple-choice and open-ended questions from 30 different disciplines. We use Chain-of-Thought (CoT)
prompting for this benchmark and report accuracy.

• ChartQA [50]: The 2,500 questions of this benchmark cover three different types of charts (bar, line and pie)
and require strong visual, logical, and arithmetical reasoning capabilities. We evaluate on the test set and
report relaxed accuracy.

• DocVQA [51]: This benchmark probes capabilities on document analysis and recognition, including Optical
Character Recognition (OCR). The 5,349 questions contain images from a diverse set of documents, ranging
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MMMU
(CoT)

Chart
QAC

Doc
VQA

Text
VQA VATEX Ego

Schema

val test test val test test

tok/
sec accuracy relaxed

accuracy ANLS weighted
accuracy CIDEr accuracy

Amazon Nova Pro 100 61.7� 3:2 89.2� 1:2 93.5 81.5 77.8 72.1� 5:4

Amazon Nova Lite 157 56.2� 3:2 86.8� 1:3 92.4 80.2 77.8 71.4� 5:4

Claude 3.5 Sonnet (Oct) 57 70.4� 3:0 90.8� 1:1 94.2 61.7M - -

Claude 3 Haiku 64 50.2� 3:3 82.0� 1:5 88.8 - - -

Gemini 1.5 Pro (001) 58 65.9� 3:1 E 87.2� 1:3 93.1B 78.7 64.6A 72.2� 5:4

Gemini 1.5 Flash (001) 190 62.3� 3:2 E 85.4� 1:4 89.9B 78.7 57.1 65.7� 5:7

Gemini 1.5 Flash 8B (001) 283 53.7� 3:3 F 78.2� 1:6 G 73.6 66.7 53.2A -

GPT-4o (May) - 69.1� 3:0 85.7� 1:4 92.8 77.2D,M - 72.2� 5:4

GPT-4o Mini (Jul) 113 59.4� 3:2 79.2� 1:6 M - 70.3M - -

Llama 3.2 90B 40 60.3� 3:2 85.5� 1:4 90.1 80.7M - -

Llama 3.2 11B 124 50.7� 3:3 83.4� 1:5 88.4 71.3M - -

Table 3: Quantitative results on four image understanding benchmarks (MMMU [85], ChartQA [50], DocVQA [51],
TextVQA [70]) and 2 video understanding benchmarks (VATEX [78] and EgoSchema [49]). Higher numbers are better
for all benchmarks (" ). Unless otherwise noted, all evaluations are 0-shot and reference numbers are taken from the
original technical reports and websites for Claude models [11, 12], GPT4 models [56, 55], Llama models [45, 53] and
Gemini models [32, 33]. Remarks: (A) 4-shot evaluation; (B) External Optical Character Recognition (OCR) was used;
(C) All models except Amazon Nova use CoT; (D) GPT-4o (Nov); (E) Gemini 1.5 Flash/Pro (002) models; (F) Reported
in [33]; (G) Reported in [4]; (M) Claude 3.5 Sonnet and Llama 3.2 results for TextVQA as well as GPT4o and GPT4o
mini results on ChartQA, TextVQA and VATEX were measured by us.2 Token generation speed in tokens per second
(tok/sec), the inverse of per-token generation latency, is reproduced from Section 2.5.

from 1940 to 2020 and covering multiple industries. We report Average Normalized Levenshtein Similarity
(ANLS).

• TextVQA [70]: The 5,000 samples of this dataset focus speci�cally on text-reading capabilities (OCR) in
natural images. We report weighted accuracy on the validation set.

• VATEX [ 78]: This video captioning benchmark covers a diverse set of human activities. We evaluate on
the public test set containing videos with a length of around 10 seconds. The CIDEr [75] score is used for
evaluation.

• EgoSchema [49]: The unique characteristic of this long-form video question answering benchmark is its high
“certi�cate length” [15], which is, loosely speaking, the time it takes a human to verify the video description.
The videos cover a broad range of natural human activities and come with human-curated multiple-choice
question-answer pairs.

Table 3 summarizes our quantitative results on multiple image and video understanding benchmarks. Amazon Nova
Pro and Lite achieve high scores across all benchmarks. Chart understanding on ChartQA and video understanding on
VATEX stand out, where Nova models rank either �rst or second. We provide the prompt templates for all benchmarks
in Appendix B.2, as well as qualitative examples in Appendix C.

2.2 Agentic work�ows

Amazon Nova Pro, Lite, and Micro models can be used as agents. An agent considers a suite of tools and APIs, reasons
about the user's request and past conversational history, chooses if a tool should be used and, if so, decides which tool
to use, invokes the tool, assesses the outcome from the tool, and then communicates back with the user [83, 67, 46, 60].

To this end, we evaluated our Nova models on agentic work�ows that require textual understanding and visual reasoning.
For textual understanding (Section 2.2.1), we used the Berkeley Function Calling Leaderboard benchmark to test our
models' capabilities in function calling and orchestrating real-world applications. For visual reasoning (Section 2.2.2),
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we evaluate on three benchmarks that require image understanding capabilities for correct function calling. We highlight
that both Amazon Nova Pro and Lite models set a new state of the art on these challenging benchmarks.

2.2.1 Agentic text benchmarks and results

Table 4 presents quantitative results on the Berkeley Function Calling Leaderboard v3 (BFCL).3 Stemming from the
Gorilla project [60], the revamped BFCL [81] benchmark evaluates a model's ability to accurately call and utilize
real-world functions, or tools, based on a user's natural language request. Amazon Nova models particularly excel in
the Abstract Syntax Tree (AST), Execution, and Relevance metrics, as well as overall scores versus comparable models.
Amazon Nova Lite and Micro also had the lowest latency of the selected models.

In Table 4, AST measures the exact match function calling performance of the model when comparing function names
and argument/value signatures to a human-curated ground truth. While AST allows for some soft matching based
on manually-de�ned, permitted argument values (e.g., different date formats), Execution measures a function call's
accuracy not by the call signature itself, but by comparing the return value of the call when executed against a real API.

To measure the rate of hallucination, Irrelevance measures the model's ability to recognize that it does not have the
appropriate functions available to help the user, and should therefore not call any. Relevance, as the opposite of
irrelevance, measures the model's ability to recognize it indeed does have the functions necessary to help the user (but
does not verify function signature accuracy). For both metrics, higher numbers are better.

Overall Latency Non-Live Live Multi-
Turn Hallucination

accuracy
(" )

seconds
(#)

AST
(" )

execution
(" )

overall
(" )

overall
(" )

relevance
(" )

irrelevance
(" )

Nova Pro 68.4 1.0 90.1 89.8 71.5 45.1 95.1 65.1

Nova Lite 66.6 0.6 87.5 86.4 66.0 50.3 97.6 49.1

Nova Micro 56.2 0.5 87.2 89.7 67.4 15.5 87.8 57.6

Claude Sonnet 3.5 (Jun) 61.3 3.9 70.0 66.3 74.7 40.0 68.3 74.6

Claude Haiku 3 40.4 1.5 41.7 47.5 57.7 20.6 97.6 29.4

Gemini 1.5 Pro (002) 59.8 3.0 88.0 91.4 74.3 16.3 75.6 75.1

Gemini 1.5 Flash (002) 55.3 1.1 79.7 80.6 73.2 12.5 78.1 75.7

Llama 3.2 90BA 54.3 N/A 88.9 89.3 61.1 14.3 92.7 58.4

Llama 3.2 11BA 49.9 N/A 83.6 87.3 57.9 10.5 78.1 41.6

GPT-4o (Aug) 68.9 1.5 85.9 85.6 75.4 45.3 63.4 82.9

GPT-4o-mini (Jul) 60.7 1.6 84.3 84.1 70.2 28.3 80.5 71.8

Table 4: Results on the Berkeley Function Calling Leaderboard (BFCL) v3 as of the Nov 17th, 2024 update. We include
the latest versions of the models available on the leaderboard at that time. (A) We use leaderboard results for Llama 3.1
8B and 70B for Llama 3.2 11B and 90B, respectively, given the shared text LLM.

2.2.2 Agentic multimodal benchmarks and results

The Amazon Nova Pro and Lite models provide native support for multimodal inputs, including agentic work�ows. In
this section, we present results from our models on three different benchmarks that require agents to navigate websites
to solve real-world tasks. Websites are typically represented as screenshots in these datasets to correctly convey all style
elements and visual data as rendered in a standard web browser.

• VisualWebBench [43]: This benchmark includes seven core tasks related to web browsing, including captioning,
question answering, OCR, action prediction, and grounding. All models are evaluated on 1,536 samples that
span more than 100 websites from 12 domains. The �nal metric is the average over different metrics for the
individual core tasks.

3BFCL is a fast-moving, live benchmark. We report results using the state of the repository and website leaderboard as of Nov
17th, 2024 (commit 8226d).
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• MM-Mind2Web [86]: This extension of the original Mind2Web [24] benchmark links samples with the
original website screenshots, making it multimodal. An agent needs to select an element and pick one of three
elementary actions (click, type, or select) alongside a value for some actions. We report micro average over
the per-sample step accuracy, where an agent is successful only if element and action selection, as well as the
predicted value, are correct.

• GroundUI-1K [87]: This benchmark is composed of multiple existing datasets, including Mind2Web [24],
and repurposes them as a grounding task. On 1,000 samples for evaluation, a multimodal agent is given an
instruction and a screenshot of a website from a wide variety of domains and asked to predict the 2D location
of the desired UI element. The agent is correct if its predicted 2D location is within the ground truth bounding
box.

Table 5 shows the results of our models on multimodal agent work�ows along with other publicly-reported results.
Both Amazon Nova models, Lite and Pro, demonstrate strong visual reasoning and agentic capabilities and achieve
high scores on all three benchmarks.

VisualWebBench MM-Mind2Web GroundUI-1K

compositeD step accuracy accuracy

Nova Pro 79.7 63.7 81.4

Nova Lite 77.7 60.7 80.2

Claude 3.5 Sonnet (Oct) 76.7M 61.6M 16.3

GPT-4o (Nov) 77.5M 55.0M 13.4C

GPT-4o Mini (Jul) 71.3M 58.6M 7.2M

GPT-4 (Apr) 64.6 36.8A -

Gemini 1.5 Pro (002) 76.4M 58.4M 35.2B

Gemini 1.5 Flash (002) 76.1M 46.2M 59.9M

Gemini 1.0 Pro (001) 48.0 17.9A -

Llama 3.2 90B 73.2M 21.6M 8.3M

Llama 3.2 11B 65.1M 22.1M 3.7M

Table 5: Quantitative results on three multi-modal agentic benchmarks: VisualWebBench [43], MM-Mind2Web [86]
and GroundUI-1K [87]. Reference numbers are taken from the corresponding benchmark papers [43, 86, 87] and
leaderboard [3]. Remarks: (A) uses in-context learning (ICL) (please note that Amazon Nova models do not need to rely
on in-context examples); (B) Gemini 1.5 Pro (001); (C) GPT-4o (May); (D) Macro average over individual metrics; (M)
Measured by us.2

2.3 Long context

We evaluate Amazon Nova Pro, Lite, and Micro on tasks that require the models to understand and reason over long
context. These skills are crucial for tasks such as long multi-turn conversations, reasoning over long lists of retrieved
documents, or understanding long videos. Amazon Nova Micro, Lite, and Pro models support context lengths of
128k, 300k, and 300k tokens, respectively. We used the following benchmarks to evaluate our models' long context
performance:

• Text Needle-in-a-Haystack (NIAH): Following [40], we assessed each model's ability to locate speci�c
information (the “needle”) within extensive contexts (the “haystack”). This “needle-in-a-haystack” test
evaluates the model's performance on context lengths starting at 32k, allowing us to measure its ability to
accurately retrieve information across varying lengths of input context.

• SQuALITY [76] (ZeroScrolls Benchmark [69]): Focused on query-based summarization of literary stories,
this task evaluates the model's capacity to generate relevant summaries from large contexts.

• LVBench [77]: This multimodal benchmark includes questions about YouTube videos4 from various domains
such as TV series, sports, broadcasts, and surveillance footage. The LVBench dataset consists of 99 videos and
1,549 questions, covering six different types of tasks such as reasoning, event understanding and summarization.

4https://huggingface.co/datasets/AIWinter/LVBench
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Figure 2: Text Needle-in-a-Haystack recall performance for Nova Micro (up-to 128k), Nova Lite (up-to 300k) and
Nova Pro (up-to 300k) models.

SQuALITY LVBench

ROUGE-L accuracy

Nova Pro 19.8� 8:7 41.6 � 2:5

Nova Lite 19.2� 8:6 40.4 � 2:4

Nova Micro 18.8� 8:6 -

Claude 3.5 Sonnet (Jun) 13.4� 7:5 -

Gemini 1.5 Pro (001) - 33.1� 2:3

Gemini 1.5 Pro (002) 19.1� 8:6 M -

Gemini 1.5 Flash (002) 18.1� 8:4 M -

GPT-4o 18.8� 8:6 30.8 � 2:3

Llama 3 - 70B 16.4� 8:1 -

Llama 3 - 8B 15.3� 7:9 -

Table 6: Text and Multimodal long context performance on SQuALITY (ROUGE-L) and LVBench (Accuracy). For
SQuALITY, measurements for Claude 3.5 Sonnet, GPT-4o, Llama 3 70B and Llama 3 8B are taken from the Llama 3
report [45]. Gemini results were measured by us2 (M). For LVBench, Gemini and GPT-4o numbers were taken from the
corresponding benchmark leaderboard [77].

Results for text and multimodal long context benchmarks are presented in Table 6. In the long video question answering
task, both Amazon Nova Pro and Lite demonstrate robust performance on the LVBench dataset, surpassing other
models. Amazon Nova models consistently demonstrate exceptional performance in retrieving information from any
depth across both text and multimodal understanding use cases, delivering high accuracy and reliability.

2.4 Functional expertise

In addition to core capabilities, foundation models must perform well in particular specialties and domains. Across
our many areas of performance analyses, we have selected four domains for which to present benchmarking results:
Software engineering, �nancial analysis, and retrieval-augmented generation. Prompt templates for all benchmarks can
be found in Appendix B.3.

11



The Amazon Nova Family of Models

Software Finance RAG

HumanEval
Python FinQA CRAG

tok/
sec

0-shot
pass@1

0-shot
accuracy accuracy

Nova Pro 100 89.0 � 4:8 77.2 � 0:9 50.3 � 1:9

Nova Lite 157 85.4 � 5:4 73.6 � 0:9 43.8 � 1:9

Nova Micro 210 81.1 � 6:0 65.2 � 1:0 43.1 � 1:9

Claude 3.5 Sonnet (Oct) 57 93.7 � 3:7 77.3 � 0:9 M 52.6 � 1:8 M

Claude 3.5 Haiku 64 88.1 � 5:0 73.9 � 0:9 M 31.9 � 1:8 M

Gemini 1.5 Pro (002) 58 87.8 � 5:0 M 74.4 � 0:9 M 48.9 � 1:9 M

Gemini 1.5 Flash (002) 190 81.1 � 6:0 M 73.5 � 1:0 M 42.4 � 1:9 M

Gemini 1.5 Flash 8B (001) 283 81.1 � 6:0 M 63.7 � 1:0 M 37.7 � 1:8 M

GPT-4o 163 90.2 � 4:6 71.1 � 1:0 M 52.0 � 1:9 M

GPT-4o Mini 113 87.2 � 5:1 70.6 � 1:0 M 49.9 � 1:9 M

Llama 3.2 90B 40 80.5 � 6:1 72.8 � 1:0 M 45.2 � 1:9 M

Llama 3.2 11B 124 72.6 � 6:8 60.8 � 1:1 M 42.2 � 1:9 M

Llama 3.1 8B 157 72.6 � 6:8 61.2 � 1:0 M 42.2 � 1:8 M

Table 7: Performance on select functional benchmarks, including software engineering benchmarks in Python with
HumanEval [19], �nancial reasoning with FinQA [20], and retrieval augmented generation with CRAG [82]. CRAG uses
our scoring method described in Section 2.4.3. Where available, reference numbers are taken from the corresponding
benchmark papers and technical reports [13, 11, 32, 39, 45, 58]. Additional results were measured (M) by us2. Model
speed in tokens per second (Tok/Sec) is reproduced from section 2.5.

2.4.1 Software engineering

We assessed Amazon Nova's code generation capabilities on the Python coding task HumanEval [19]. The bench-
mark contains 164 original programming problems with unit tests. These problems assess language comprehension,
algorithms, and simple mathematics. Some problems are comparable to simple software interview questions. Table 7
provides the performance of our Nova models and select public models.

2.4.2 Financial analysis

We use FinQA [20] to evaluate Amazon Nova's ability to understand �nancial data. FinQA is an expert-annotated
dataset comprising 8,281 �nancial question-answer pairs derived from the earnings reports of S&P 500 companies. It
evaluates a model's ability to extract information from both tables and unstructured text, while accurately performing
calculations using relevant �nancial knowledge. We report the average post-rounding accuracy under the 0-shot CoT
setting. Table 7 provides the performance of Amazon Nova models and select public models on FinQA.

2.4.3 Retrieval augmented generation

We evaluate RAG capabilities on the CRAG [82] benchmark using the Task 1 setup, which considers �ve pre-selected
HTML pages as external knowledge to each input question. We extract top-20 text snippets from these pages following
the standard retrieval approach used in CRAG's of�cial repository, whereby pages are �rst cleaned using BeautifulSoup
to remove HTML tags, after which the text is then split into sentences or chunks no longer than 1000 characters.
These are then encoded using thesentence-transformers/all-MiniLM-L6-v2model, which is also used to encode the
question. The top 20 chunks with highest similarity are passed as context in the input for model inference. We report
the percentage of correct responses as judged by an LLM (gpt-4-turbo-2024-04-09), which compares each model's
answer with the expected answer using the prompt shown in Appendix B.3.2. Table 7 provides the performance of
Amazon Nova models and selected public models on a combined validation and test set of 2,706 examples.
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2.5 Runtime performance

We evaluate the runtime performance of Amazon Nova models using three metrics: Time to First Token (TTFT), Output
Tokens per Second (OTPS) and Total Response Time. TTFT is measured as the time, in seconds, it takes to receive the
�rst token from the model after an API request is sent. OTPS is measured as the number of tokens generated per second
(tok/sec). It is the rate at which a model produces subsequent output tokens after the �rst token, re�ecting overall
throughput and ef�ciency during inference. Total Response Time measures the total duration in seconds from the
submission of the input prompt to the end of generation sequence for a given input-output prompt length. It represents
the overall user experience for a model.

In Figure 3, we show TTFT, OTPS, and Total Response Time using 1000 tokens of input and 100 tokens of output
for Amazon Nova models and select public models as reported by Arti�cial Analysis5, an independent entity that
benchmarks AI models and hosting providers. Amazon Nova Micro, Lite and Pro models are among the fastest models
in their respective intelligence tiers. Together, all three Amazon Nova models demonstrate state-of-the-art runtime
performance, ensuring a smooth and responsive user experience in many real world use cases.

5https://artificialanalysis.ai/methodology
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